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INTRODUCTION
Pairwise clustering methods partition the data space into clus-

ters by the pairwise similarity between data points.
The success of pairwise clustering largely depends on the pair-

wise similarity function defined over the data points. How to de-
sign the pairwise similarity in a principled way?

1. Most pairwise clustering methods assume that the pairwise
similarity is given (such as kernel similarity), or they learn a
more complicated similarity measure based on several given
base similarities.

2. We present a novel pairwise clustering framework by bridg-
ing the gap between clustering and multi-class classifica-
tion.

3. This pairwise clustering framework learns an unsupervised
nonparametric classifier from each data partition, and search
for the optimal partition of the data by minimizing the gen-
eralization error of the learned classifiers associated with the
data partitions. The generalization error bounds are expressed
as sum of pairwise similarity.

4. Unlike unsupervised SVM and other information theory
based methods that have to estimate parameters of compli-
cated models, the derived pairwise similarity is nonparamet-
ric which eliminates the need of parameter estimation.

CONTRIBUTIONS
Our main contributions are

1. We derive the generalization error bounds for two unsuper-
vised nonparametric classifiers, i.e. the nearest neighbor clas-
sifier and the plug-in classifier, which are the sum of non-
parametric pairwise similarity terms between the data points
for the purpose of clustering. Under uniform distribution,
the nonparametric similarity terms induced by both unsuper-
vised classifiers exhibit a well known form of kernel similarity.

2. We prove that the generalization error bound for the unsuper-
vised plug-in classifier is asymptotically equal to the weighted
volume of cluster boundary for Low Density Separation, a
widely used criteria for semi-supervised learning and cluster-
ing.

3. we propose a new nonparametric exemplar-based clustering
method with enhanced discriminative capability, whose su-
periority is evidenced by the experimental results. The new
clustering method uses efficient belief propagation method for
label inference.

FORMULATION
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• Given the data {xl}nl=1
i.i.d.∼ PX , {xl}nl=1 ⊂ IRd, clustering is

equivalent to searching for the optimal hypothetical labeling
{yl}.

• For each hypothetical labeling, a non-parametric classifier is
learned from the training data S = {xl,yl}. In case of the
plug-in classifier:

PIS (X) = argmax
1≤i≤Q

η̂
(i)
n,hn

(X) η̂
(i)
n,hn

(x) =

n∑
l=1

Khn (x− xl)1I{yl=i}

nf̂n,hn (x)

• With high probability, the generalization error of the plug-in
classifier satisfies

R (PIS) ≤ R̂n (PIS) +O
(√ log h−1

n

nhdn
+ hγn

)
where R̂n (PIS) = 1

n2

∑
l,m

θlmGlm,
√
2hn

, θlm = 1I{yl 6=ym} is a

class indicator function.

Glm,h = Gh (xl,xm) , Gh (x, y) =
Kh (x− y)

f̂
1
2
n,h (x)f̂

1
2
n,h (y)

,

• If the nearest neighbor classifier is learned from the hypothet-
ical labeling, with a high probability, its generalization error
bound is

R (NNS) ≤ R̂n (NNS) + c0
(√

d
)γ
n−d0γ +O

(√ log h−1
n

nhdn
+ hγn

)
where R̂n (NN) =

1
n

∑
1≤l<m≤n

Hlm,hn
θlm,

Hlm,hn = Khn (xl − xm)
(∫
Vl
f̂n,hn (x) dx

f̂n,hn (xl)
+

∫
Vm

f̂n,hn (x) dx

f̂n,hn (xm)

)
,

FORMULATION CONTINUED
We also show the connection between the derived generalization

error bound and Low Density Separation. For the kernel bandwidth
sequence {hn}∞n=1 such that lim

n→∞
hn = 0 and hn > n−

1
4d+4 , with

probability 1,

lim
n→∞

√
π

2hn
R̂n (PIS) =

∫
S

f (s)ds

. We can see that the above bound is asymptotically equal to the
weighted volume of cluster boundary for Low Density Separation.

APPLICATION
• We propose a nonparametric exemplar-based clustering algo-

rithm using the derived nonparametric pairwise similarity by
the plug-in classifier. In exemplar-based clustering, each xl

is associated with a cluster indicator el (l ∈ {1, 2, ...n} , el ∈
{1, 2, ...n}), indicating that xl takes xel as the cluster exemplar.
Data from the same cluster share the same cluster exemplar.
We define e , {el}nl=1.

• The quality of the hypothetical labeling ŷ is evaluated by
the generalization error bound for the nonparametric plug-
in classifier trained by Sŷ, and the hypothetical labeling
ŷ with minimum associated error bound is preferred, i.e.
argminŷ R̂n (PIS) = argminŷ

∑
l,m

θlmGlm,
√
2hn

where θlm =

1Iŷl 6=ŷm .

• To avoid the trivial clustering where all the data are grouped
into a single cluster, we use the sum of within-cluster dissim-

ilarities term
n∑

l=1

exp
(
−Glel,

√
2hn

)
to control the size of clus-

ters. Therefore, the objective function of our pairwise cluster-
ing method is below:

Ψ (e) =

n∑
l=1

exp
(
−Glel,

√
2hn

)
+ λ

∑
l,m

(
θ̃lmGlm,

√
2hn

+ ρlm (el, em)
)

where ρlm is a function to enforce the consistency of the clus-
ter indicators:

ρlm (el, em) =

{
∞ em = l, el 6= l or el = m, em 6= m
0 otherwise

,

• We show the clustering result on several UCI data sets below.
Data sets Iris VC BT

AP 0.8933± 0.0138 (16) 0.6677 (14) 0.4906 (1)
CEB 0.6929± 0.0168 (15) 0.4748± 0.0014 (5) 0.3868± 0.08 (2)
PIEC 0.9089± 0.0033 (15) 0.5263± 0.0173 (35) 0.6585± 0.0103 (5)


