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Abstract

We present a new image completion method based on an additional large displacement view (LDV) of the same

scene for faithfully repairing large missing regions on the target image in an automatic way. A coarse-to-fine

distortion correction algorithm is proposed to minimize the perspective distortion in the corresponding parts for

the common scene regions on the LDV image. First, under the assumption of a planar scene, the LDV image

is warped according to a homography to generate the initial correction result. Second, the residual distortions

in the common known scene regions are revealed by means of a mismatch detection mechanism and relaxed by

energy optimization of overlap correspondences, with the expectations of color constancy and displacement field

smoothness. The fundamental matrix for the two views is then computed based on the reliable correspondence

set. Third, under the constraints of epipolar geometry, displacement field smoothness and color consistency of

the neighboring pixels, the missing pixels are orderly restored according to a specially defined repairing priority

function. We finally eliminate the ghost effect between the repaired region and its surroundings by Poisson image

blending. Experimental results demonstrate that our method outperforms recent state-of-the-art image completion

methods for repairing large missing area with complex structure information.

Categories and Subject Descriptors (according to ACM CCS): I.3.3 [Computer Graphics]: Picture/Image Generation
- Bitmap and Framebuffer Operations; I.4.8 [Image Processing and Computer Vision]: Scene Analysis - Stereo

1. Introduction

Image completion concerns the problem of filling in the oc-
cluded or damaged regions of an image with the available
information from the same image or another to generate vi-
sually plausible result. Due to the wide applications in photo
editing and special effects production [CK04], image com-
pletion has received great attention in the past decade, and
many methods have been brought forward [SC05].

Traditional image completion methods can be roughly
classified into either partial differential equations (PDEs)
or texture synthesis based approaches. Most of the former
methods work by propagating the color of the surround-
ing known pixels into the missing regions. They usually
work well only for small scratches, but may fail for those
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with complex texture. The latter methods can produce com-
pelling completion results for relatively large missing re-
gion with distinct texture by copying small source fragments
from known regions. Nevertheless, they can hardly restore
the structure information due to the following two funda-
mentally unreasonable assumptions. First, they assume that
the missing pixels can be found in the surrounding known
regions on the target image. Generally speaking, such an as-
sumption cannot be satisfied in most cases. Therefore, the
definition of search space makes it in nature an ill-posed
problem [She03]. Second, once the best source fragment is
found, it has to be transformed to fill in the target location.
However, it is usually assumed that the scene in the frag-
ment is planar and aligned to the image plane. All the 3D
information embedded in the scene is ignored.

As can be seen, most of the existing methods are mainly
single image based, and cannot work well for the large miss-
ing regions, especially for those with strong structures. To
ensure a faithful restoration of the large missing regions, we
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Figure 1: Human removal. (a) The target image; (b) The repairing result by texture synthesis based method [CPT04]; (c) Human removal

with the occluded pixels in red; (d) The LDV image; (e) The warped LDV image; (f) Image stitching result [Sze04] with obvious mismatch on

the ground; (g) Optimization result of overlap correspondences; (h) Our repairing result.

propose here a new image completion method based on an
additional large displacement view (LDV) image of the same
scene, which gets rid of the above two assumptions. The ad-
ditional LDV view can be obtained by moving a consumer
camera to keep away from the obstacles and make the previ-
ously occluded scene visible.

Although few methods address image completion based
on views of large displacement, it provides a feasible solu-
tion for image completion of our daily photos [LGP∗07], es-
pecially when there are uninterrupted crowd in some famous
resorts or immovable obstacles in front of the scene of in-
terest. The problem is therefore how to restore the occluded
scene after removal of the intruders or obstacles, and gener-
ate the visually pleasing result. It would be difficult to com-
plete the current view image by itself, especially for missing
regions with complex structures. In this case, another view
of the same scene with large displacement may reveal the
previously occluded regions, enabling a faithful restoration
of the occluded regions on the target image.

However, to achieve a faithful completion, two key chal-
lenges have to be investigated. One challenge is how to cor-
rect the perspective distortion in the corresponding parts for
the common known scene regions on the LDV image. Di-
rectly using the globally warped LDV image to repair the
damaged regions will result in poor result. This is because
the LDV image may contain components of different depths.
We then need to find better pixel correspondences over the
common scene regions of the two views. A new energy op-
timization scheme for dense pixel correspondences of the
LDV views is proposed under the constraints of color con-
stancy and displacement field smoothness. During the course

of optimization, we set a mismatch detection mechanism
to pick up the pixels wich lose correspondences and adopt
a dynamic increasing weighting parameter to correct them.
For numerical stability, the optimization is conducted pixel-
wise.

Another challenge is how to estimate the missing regions
on the target image based on the rectified surrounding known
scene regions. We also treat this problem as energy optimiza-
tion of pixel correspondences. According to epipolar geome-
try, the candidate pixel on the LDV image lies on the epipolar
line determined by the current pixel on the target image and
a fundamental matrix [HZ00]. Accounting for the displace-
ment field smoothness and color consistency of the neigh-
boring pixels as two additional constraints, we derive a new
energy function to predict the missing pixels. To restore the
potential image structure in the missing regions, we perform
an ordered restoration according to a predefined repairing
priority function. To eliminate the ghost effect due to lumi-
nance difference between the target image and the LDV im-
age, we further adopt Poisson image blending [PGB03] to
generate a seamless completion.

The proposed method makes contributions in the follow-
ing three aspects. First, we present a new distortion mini-
mization approach for image completion based on a LDV
image. A coarse-to-fine distortion correction algorithm is
proposed to restore the missing pixels on the target image.
Second, we present a new energy optimization strategy to
solve the dense pixel correspondences on the LDV images,
which is essentially correcting the residual distortions in
the common known scene regions after applying the global
warp. Third, under the constraints of epipolar geometry, dis-
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Figure 2: The algorithm overview.

placement field smoothness and color consistency of the
neighboring pixels, view consistent hole filling is achieved
by a new energy optimization scheme.

The rest of the paper is organized as follows. Section 2
reviews the related work. Section 3 describes our approach
of image completion in detail based on distortion optimiza-
tion of the LDV image. Experimental results and analysis are
given in Section 4. Section 5 concludes the whole paper and
highlights future work.

2. Related work

This paper is inspired by previous work on image and video
completion. We review them here.

2.1. Image completion

Since Bertalmio et al. [BSCB00] presented their work on
image inpainting for the first time in SIGGRAPH’ 2000,
many methods have been brought forward. Nevertheless,
most of them are single image based and can be classified
as partial differential equations (PDEs) based methods, tex-
ture synthesis based methods, and statistics based ones.

PDEs based methods regard image completion as PDEs
solving [BSCB00] or variational problems [BCV∗01,CS05]
by specifying the known pixels around the damaged re-
gions as boundary conditions. The image repairing process
is therefore the diffusion of the known pixels into the miss-
ing regions. Such methods work well for small scratches, but
may fail for highly textured regions.

Texture synthesis based methods select the known regions
on the target image as texture swatches, then perform tex-
ture synthesis to generate new image fragments for the miss-
ing regions [DCOY03, JT03, CPT04, KT06]. These methods
produce satisfactory results for the textured regions, but can
hardly recover the precise structure information in the large
missing regions. Under the guidance of specified structure
curves in the blank regions [SLJS05] or specified projective
transformation in the scene [PSK06], better repairing results

are generated by interactive image completion techniques.
However, they demand tiresome user interaction for the nat-
ural scene with complex structures. The most recent work
in [HE07] patches up holes in images by retrieving similar
image regions from a huge database of photographs, there-
fore the size of the image database have a great influence on
the final repairing result.

Statistics based methods solve the problem of image com-
pletion by statistical analysis. Levin [LZW03] obtained the
global statistical distribution based on the available part of
the image by statistical learning, and found the most prob-
able image by loopy belief propagation. EM based method
[FS05] treats the problem as the estimation of the missing
or damaged regions, and adopts expectation maximization
(EM) algorithm for ML estimation based on sparse repre-
sentation of image completion.

To the best of our knowledge, few methods focus on im-
age completion based on views of large displacement. And,
the previous work [LGP∗07] for this problem is limited for
the quasi-planar scenes and requires additional effort for the
interactive segmentation of planar scene regions.

2.2. Video completion

Bertalmio et al. [BBS01] extended PDEs based image com-
pletion to video completion. It is capable of filling small tex-
tureless holes on each video frame, but unsuitable for com-
pleting large holes. Regarding video completion as a global
optimization problem on texture synthesis, the methods in
[WSI04] and [SMKT06] recover the missing information by
direct sampling spatio-temporal patches of local structures
or motion. Jia et al.’s method [JHM05] searches for the opti-
mal matched fragments in the video sequences and imposes
the constraints on the selected patches to maintain temporal
consistency. Motion periodicity is also utilized for texture
synthesis based video repairing [JTWT06]. The recent work
by Patwardhan et al. [PSB07] segments each frame into sta-
tic background and moving foreground, then conducts tex-
ture synthesis based motion completion and background in-
painting in order.
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As can be seen, most video completion techniques assume
small camera motion between adjacent frames. They seldom
consider the 3D information in the scene and just fetch the
corresponding parts on adjacent frames for repairing. How-
ever, for the problem discussed in this paper, we cannot di-
rectly paste the candidate parts on the LDV image onto the
target image due to the severe perspective distortion of the
two views.

3. Distortion Optimization based image completion

from a LDV image

In this paper, we propose an algorithm for repairing the large
missing regions on the target image by employing the avail-
able information from another view with large displacement
based on distortion minimization. The rectified LDV image
is then used for completion purpose. Two key issues are con-
sidered, i.e., how to correct the perspective distortion in the
common known scene regions on the LDV image and how
to estimate the missing regions with the rectified surround-
ing known regions of the LDV image. A coarse-to-fine dis-
tortion correction algorithm is developed to solve the above
two issues. Fig.2 illustrates the overview of our algorithm.

The following subsections will elaborate on the individual
stages and provide the details of our approach.

3.1. Homography based LDV warping

In order to accelerate the convergence, we first assume that
the scene in the two views is approximatively located on a
3D plane. The LDV image can therefore be warped through a
homography matrix to generate a globally optimal distortion
correction result in the least square sense.

After specifying the missing regions on the target image,
we carry out the following steps in order:

(1)Feature Detection: A robust feature point extraction
method, i.e. scale invariant feature transform (SIFT) feature
detector [Low04], is employed to find enough feature points
on the two views and set up their high-dimensional feature
descriptors.

(2)Feature Matching: The approximate nearest neighbor
(ANN) searching algorithm [AMN∗98] is exploited to estab-
lish the feature correspondences among the detected feature
points on the two views.

(3)Homography Solving: Some outliers may exist among
the feature correspondences due to image noises. We adopt
the RANSAC algorithm and the Levenberg-Marquardt al-
gorithm [HZ00] to reject the outliers and robustly solve the
homography matrix H via p = H p′, i.e.
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where p and p′ are homogeneous coordinates of the matched

feature points, λ is a homogeneous constant, h0, ...,h7 are the
parameters of H.

(4)Image Warping: With H, we warp the LDV image S

onto the view of the target image T as shown in Fig.3.
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Figure 3: Homography based LDV warping. The warped

LDV image S′ is pasted onto the target image T , providing

the initial estimate of the missing pixels in the hole Ωh and

the initial distortion correction for the common known scene

region in the overlap Ωo.

The warped LDV image S′ falls on the target image T .
The overlapped region S′∩T = Ωo ∪Ωh is approximately
regarded as the common scene region on the two views.
The part of S′ which laps over the known regions on T , es-
tablishes the initial pixel correspondences for the common
known scene region in the overlap Ωo. The part of S′ which
covers the missing region, provides an initial estimate of the
missing pixels in the hole Ωh.

3.2. Energy optimization of overlap correspondences

Since the LDV image is warped under the rough assump-
tion of a planar scene, there exist a large number of mis-
matches, i.e. residual perspective distortions, in the common
scene region Ωo ∪Ωh for a general scene. Directly adopt-
ing the warped LDV image S′ to fill in the corresponding
missing pixels would yield ugly repairing results. Because
the missing region Ωh provides no available information for
correction, we can only modify the initial estimate for the
missing pixels with the aid of the common known scene re-
gions Ωo. As a result, the residual distortions in the overlap
must be further rectified in advance. We formulate it as a
problem of energy optimization for pixel correspondences.

Traditional stereo matching algorithms [SS02] and opti-
cal flow algorithms [BB95] are suitable only for the dense
pixel correspondences problem with short baseline. Al-
though view morphing [SD96] deals with a similar problem
as ours of establishing the pixel correspondences between
two large displacement views, it requires the viewing trans-
formation information of the two images. The most related
work is the wide-baseline stereo matching method [STG03],
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Figure 4: Object removal for the marble sculpture. (a) The target image; (b) The repairing result by texture synthesis based method [CPT04];

(c) Object removal with the occluded pixels in red; (d) The LDV image; (e) The warped LDV image; (f) Image stitching result [Sze04] with

obvious mismatch on the wall and the banner; (g) Optimization result of overlap correspondences; (h) Our repairing result.

however it adopts the computationally intensive structure-
from-motion as a processing stage and needs multiple views
rather than two views for a stable solution. With a mismatch
detection mechanism and a dynamic weighting parameter,
we propose a new optimization scheme to generate reliable
pixel correspondences for the LDV views.

Let (p, p′) denote a corresponding pixel pair on the tar-
get image p and the LDV image p′. Let Np represent p’s 4-
connected neighbors in Ωo, and < p,q > is a pixel pair such
that q ∈ Np. We model the common known scene region as
a Markov Random Field (MRF), a pixel can then be deter-
mined by its neighbors. With the expectations of color con-
stancy for the corresponding pixels and displacement field
smoothness within neighboring pixels, we define the energy
function as

E = ∑
p∈Ωo

Ec(p)+λ ∑
<p,q>∈Ωo

Es(p,q), (1)

where Ec(p) is the color constancy term, Es(p,q) is the dis-
placement field smoothness term. λ is a dynamic weight-
ing parameter used to balance the influences of Ec(p) and
Es(p,q).

The color constancy term ensures that the corresponding
pixel color C′

p′ on the LDV image agrees with Cp on the
target image. It is expressed as the squared difference of the
corresponding pixel colors, i.e.,

Ec(p) = (C′
p′ −Cp)

2. (2)

In addition, the displacement field is expected to be
smooth. Thereby, the smoothness term penalizes the incon-
sistent displacement changes between two neighboring pix-
els p and q. It is usually formulated as the squared difference

[BB95] between the corresponding pixel coordinates p′ and
q′. However, such an expression strongly suppresses the dis-
continuous motion edge and results in over-smoothness. In
order to relax the penalty for the large displacement change,
we instead adopt a less increasing function, i.e. Huber func-
tion ρ(x). The displacement field smoothness term adopts
the following form

Es(p,q) = ρ(p
′− q

′). (3)

thereinto

ρ(x) = {
x2, |x| ≤ δ

2δ|x|− δ2, |x| > δ
.

Due to the irregularity of the image data and the large
scale unknowns, simultaneous optimization of displacement
vectors for all pixels in the overlap not only often traps in the
unstable solution with local minimum but also is computa-
tionally intensive. Inspired by the work in [GS98], a relaxed
optimization strategy is adopted here to solve this problem,
i.e., we only optimize the displacement vector of one pixel
each time and the others are fixed. Considering the energy
function Eq.(1), we can see that only a few terms in it vary
with the change of the displacement vector for one pixel p.
Let (Xi, j,Yi, j) denote the corresponding coordinates of p′ on
the LDV image. (i, j) is the coordinates of p on the target
image. We can formulate the energy function for one pixel p

as follows

E(p) = (C′
p′ −Cp)

2 +λ[ρ(Xi, j −Xi−1, j − 1)+

ρ(Xi, j −Xi, j−1)+ρ(Xi+1, j −Xi, j − 1)+

ρ(Xi, j+1 −Xi, j)+ρ(Yi, j −Yi−1, j)+

ρ(Yi, j −Yi, j−1 − 1)+ρ(Yi+1, j −Yi, j)+
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ρ(Yi, j+1 −Yi, j − 1)]. (4)

During the optimization of the displacement vector for
each pixel, the conjugate gradient method is applied to find
the minimum of Eq.(4). The detailed optimization strategy
for overlap correspondences is summarized in Table.1.

Table 1: Energy Optimization of Overlap Correspondences.

1. Initialization.

Initialize p′ with inverse homography H−1, i.e.,

p′ ∼ H−1 p, ∀p ∈ Ωo.

2. Weight setup.

Let λ0 be the initial value of λ.

3. Energy function minimization.

Update p′ by minimizing Eq.(4) using the conjugate

gradient method, ∀p ∈ Ωo.

4. Mismatch detection.

If DisplaceTerm(p) > θdt &&

(ColorSimilarity(p) > θcs ‖

ColorDi f f er(p) > θcd),

push p into the mismatch set Mm;

else push p into the good correspondence set Mg.

5. Optimization loops. ∀p ∈ Mm.

• Increase the value of λ and repeat steps 3 ∼ 4.

• If p doesn’t conform with the mismatch conditions,

move p from Mm to Mg.

6. Termination conditions.

If Mm = ∅ or none is removed from Mm in the

successive optimization loops, exit.

In Table.1, a strict mismatch detection mechanism is
adopted to reject those pixels which lose correspon-
dences due to occlusion or self-occlusion. Specifically,
DisplaceTerm(p) represents the displacement field smooth-
ness term related to p in Eq.(4). ColorSimilarity(p) de-
notes the sum of absolute color differences between the 8-
neighborhood pixels of p on the target image and those of the
corresponding pixel p′ on the LDV image. ColorDi f f er(p)
gives the absolute color difference between p and p′ During
optimization, the dynamic weighting parameter λ is empir-
ically initialized in the range of 0.05 ∼ 0.5 and increased
by 0.5 after each optimization loop to strengthen the con-
straint of displacement field smoothness term for those lost
pixel correspondences. Further, we have adopted an image
pyramid based multi-scale procedure [OABB85] for the ba-
sic approach in Table.1 to avoid its convergence into a local
minimum.

With sufficient reliable pixel correspondences (p, p′) ∈
Mg in the overlap, we can estimate a fine fundamental ma-
trix F as a geometric constraint for the two views via the

normalized 8-point algorithm [HZ00]. Similar to the estima-
tion of the homography matrix, we also use the RANSAC
algorithm and the Levenberg-Marquardt algorithm to reject
the outliers and robustly compute F satisfying p′TF p = 0,
i.e.,

(

Xi, j Yi, j 1
)

·







f0 f1 f2

f3 f4 f5

f6 f7 1






·







i

j

1






= 0,

where f0, ..., f7 are the eight unknown parameters of F .

3.3. Energy optimization for hole filling

Hole filling is regarded as a pixel-wise energy optimization
problem: given the reliable correspondence set Mg in the
common known scene regions, it aims to estimate the cor-
responding pixel p′ on the LDV image for the missing pixel
p ∈ Ωh with its initial value obtained from the homography
based LDV warping. To find a valid solution, basically there
are three a priori expectations. First, according to epipolar
geometry [HZ00], the corresponding pixel p′ on the LDV
image must fall on the epipolar line of p. In other words, p

and p′ satisfy the epipolar constraint constructed by the fun-
damental matrix F , i.e., p′TF p = 0. Second, the displace-
ment field around and within the hole should be smooth.
Third, the color distribution in the local neighborhood of p

on the target image should be consistent with that of p′ on
the LDV image.

Let ∂Ωh denote the boundary of the hole, δΩh = {p ∈
T \Ωh : Np ∩Ωh 6= ∅} be the surrounding known pixels in
the overlap. NBp is the 3× 3 image fragment centered at p.
Considering all afore-mentioned constraints, we define the
energy function for the missing pixel p to be repaired as fol-
lows

E(p) = λcEc(p)+λeEe(p)+λsEs(p), (5)

where Ec(p) is the color consistency energy, Ee(p) is the
epipolar constraint energy, and Es(p) is the displacement
field smoothness energy. λc, λe and λs are three weighted
parameters for the balance purpose.

In Eq.(5), Ec(p) is formulated as the sum of the squared
color differences between pi ∈ NBp on the target image and
p′i ∈ NBp′ on the LDV image, i.e.,

Ec(p) = ∑
pi∈NBp

(C′
p′i
−Cpi)

2. (6)

Ee(p) is expressed as the squared epipolar geometry errors
for p and p′, i.e.,

Ee(p) = d
2(p

′,F p)+d
2(p,F

T
p
′). (7)

thereinto d(x, l) represents the distance from a point x to a
line l.

Let R denote the set of repaired pixels in Ωh. Es(p) is
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Figure 5: Object removal for the spherical statue. (a) The target image; (b) The repairing result by texture synthesis based method [CPT04];

(c) Object removal with the occluded pixels in red; (d) The LDV image; (e) The warped LDV image; (f) Image stitching result [Sze04] with

obvious mismatch on the building and the pond; (g) Optimization result of overlap correspondences; (h) Our repairing result.

denoted as the sum of the squared displacement differences
between p and q ∈ Np ∩ ((δΩh ∩Mg)∪R), i.e.

Es(p) = ∑
<p,q>∈(δΩh∩Mg)∪R

(p
′− q

′)2. (8)

The repairing process for the missing pixels is conducted
pixel-wise, and starts from the boundary pixels of the hole
Bh with high repairing priority. For the sake of reliable hole
filling and structure preserving, we define the repairing pri-
ority for p ∈ Bh as

P(p) = C(p)∗D(p)∗S(p),

where

C(p) = ∑
q∈NBp

cw(q)/8

is the color confidence term that represents the reliable color
information contained in p’s 8-neighborhood NBp, where
cw(q) is the color weight of p’s 8-neighborhood pixel q.

D(p) = ∑
r∈Np

dw(r)/4

is the displacement confidence term that denotes the reliable
displacement information contained in p’s 4-neighborhood
Np, where dw(r) is the displacement weight of p’s 4-
neighborhood pixel r.

S(p) = ∇C
⊥
p ·np/α

is the structure term, in which ∇Cp describes the maximum
color gradient in NBp, ⊥ denotes the orthogonal operator.
np is the unit normal of p on ∂Ωh and α is a normaliza-
tion factor. S(p) represents the interaction strength of the

image structure with the boundary of the hole, and boosts
the priority of a fragment where the structural interaction
happens [CPT04].

Table.2 shows the pseudo-code of energy optimization for
hole filling. In our experiments, λc and λe are fixed in the
range of 0.5 ∼ 1.5 and 1 ∼ 2. λs is initialized within range
of 1 ∼ 2 and increased by 1 after each Loop 1 to enforce the
constraint of displacement field smoothness. With the algo-
rithm in Table.2, all missing pixels in the hole are repaired
with the optimized corresponding pixels on the LDV image.

3.4. Elimination of ghost effect

The missing regions on the target image are faithfully re-
paired by applying the above distortion minimization. How-
ever, due to the luminance difference between the LDV im-
age and the target image, ghost effect may appear on the
repaired result as shown in Fig.6(g). We eliminate this phe-
nomenon by Poisson image blending [PGB03].

Suppose f ∗ is the known color of all pixels in δΩh, we
obtain the fusion color f for all pixels in Ωh by solving the
following linear equations:

|Np| fp − ∑
q∈Np∩Ωh

fq = ∑
q∈Np∩δΩh

f
∗
q + ∑

q∈Np∩Ωh

gpq,

where p ∈ Ωh, gpq = cp − cq is the color gradient between
the repaired pixels p and q in Ωh. We adopt the bi-conjugate
gradient method to solve the above large-scale sparse linear
equations with high efficiency.
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(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 6: Completion of the damaged region. (a) The target image with the missing pixels in red; (b) The repairing result using a previous

method [CPT04]; (c) The LDV image; (d) The warped LDV image; (e) Image stitching result with obvious mismatch on the ground and the

shrub; (f) Optimization result of overlap correspondences; (g) The result without Poisson image blending; (h) The final repairing result.

4. Results and discussions

We implemented the proposed algorithm on an Intel Pentium
IV 1.8GHz PC with 1GB main memory under the Windows
XP operating system. Four experimental results are demon-
strated here.

Fig.1 concerns human removal. We first adopt a classical
texture synthesis based image completion method [CPT04]
to repair the occluded region on the target image Fig.1(a)
and get Fig.1(b). Obviously, the tree’s structure and some
distinct features cannot be well restored due to the illness
nature of the method [She03]. Besides, interactive image
completion techniques [SLJS05, PSK06] are also unfeasible
for this example, as they need to carefully specify structure
curves which is an impossible task for such a missing region
with complex structures. By introducing a LDV image of
the same scene as Fig.1(d), we aim at a more natural repair-
ing result. Nevertheless, the previous approach in [LGP∗07]
fails for this example due to the difficulties of setting suffi-
cent reliable feature correspondences on the ground.

After applying homography based LDV warping, the
warped result is shown in Fig.1(e). Compared with Fig.1(a),
distinct distortions still exhibit on the wall and the floor be-
cause of their large displacement view change. Repairing
the occluded region in Fig.1(c) with Fig.1(e) directly causes
poor repairing result [Sze04] in Fig.1(f). Our algorithm fur-
ther corrects the remaining perspective distortion in the com-
mon scene regions between Fig.1(a) and Fig.1(d) by energy
optimization. The optimized overlap correspondences is dis-
played in Fig.1(g), in which the corrected common known
scene region on the LDV image is harmonious with that on
the target image. Finally, the initial estimate of the miss-

ing region is rectified by energy optimization under the con-
straints of reliable overlap correspondences. Fig.1(h) is our
repairing result, which is the best compared with Fig.1(b)
and Fig.1(f). It took less than 1 minute to repair about 9,000
missing pixels on the target image with the size of 461×346.

In a similar way, Fig.4 and Fig.5 show the removal of
obstacles in front of the scene of interest, with 9,284 and
19,727 occluded pixels respectively. They show that our al-
gorithm works well even for the large missing regions with
complex structure information.

The last example of repairing a damaged region with
10,170 missing pixels is shown in Fig.6. Obvious ghost ef-
fect exists due to the illuminance difference between the
target image and the LDV image as shown in Fig.6(g).
Fig.6(h) shows the seamless repairing result with Poisson
image blending. This example proves that our algorithm can
produce good repairing result when there are slight lumi-
nance difference between the two views.

More experimental results and their comparisons with the
ground truths can be found in the attached multimedia file.

5. Conclusions and future work

This paper presents a new image completion method based
on an additional LDV image for faithfully repairing large
missing regions on the target image in an automatic way.
A coarse-to-fine distortion correction algorithm is proposed
to minimize the perspective distortion in the LDV image,
which consists of the following steps. First, homography
based LDV warping provides an initial distortion correction
of the common known scene regions on the LDV image and
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Table 2: Energy Optimization for Hole Filling.

1. Initialization.

• Initialize p′ with inverse homography H−1, i.e.,

p′ ∼ H−1 p, ∀p ∈ Ωh.

• Initialize Bh with ∂Ωh.

2. Weight setup.

• If pi ∈ δΩh ∪R, cw(pi) = 1; else cw(pi) = 0.

• If pi ∈ (δΩh ∩Mg)∪R, dw(pi) = 1;

else dw(pi) = 0.

3. Priority computation.

• Compute C(p),D(p),S(p), ∀p ∈ Bh.

• If C(p) < θc ‖ D(p) < θd ‖ S(p) < θs, P(p) = 0;

else P(p) = C(p)∗D(p)∗S(p).

4. Energy function minimization.

For pm = argmaxp∈Bh
[P(p) > 0],

update p′m by minimizing related energy function

E(pm) using the conjugate gradient (CG) method.

5. Copying and filling.

Repair pm with p′m, set cw(pm) = 0, dw(pm) = 1.

6. Update of Bh and R.

7. Optimization loops.

• Loop 1. Repeat steps 4 ∼ 6 until none is repaired

in two successive iterations.

If Bh = ∅, exit, else increase λs and go to Loop 2.

• Loop 2. Repeat steps 2 ∼ 6 until Bh = ∅.

an initial estimate of the missing pixels on the target im-
age. Second, the residual distortions in the common known
scene regions of the LDV image are further rectified by en-
ergy optimization of pixel correspondences in the overlap.
Third, under the constraints of epipolar geometry, displace-
ment field smoothness and color consistency of the neigh-
boring pixels, the missing pixels are orderly repaired ac-
cording to a specially defined priority function. Experiments
show that our method work well even for the large missing
region with complex structure, and obtains the repairing re-
sult superior to previous image completion techniques.

At present, we only verify our method with a single LDV
image. However, image completion based on multiple views
will be more flexible for photo editing and useful for com-
pletion with complex occlusions. This is the future work we
will continue to do.
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